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Abstract

In computer graphics, and in digital visual effects, many scenes contain natural
phenomena that cannot be modelled with traditional solid object methods. Be-
cause of the complex interaction with light, rendering of these phenomenon has
been an computationally demanding task and simplifications has to made. One
of the most crippling simplifications has been to assume only single scattering of
light.

This thesis presents a new method of approximating multiple scattering in
volumes in a low frequency environment. The method provides a light independent
solution by using a transfer function, which enables fast re-lighting. It uses a
Spherical Harmonics representation of the transfer function.
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Chapter 1

Introduction

This thesis was a part of an internship at Digital Domain, a visual effects pro-
duction house located in Los Angeles, USA. The company has been involved in
many motion picture productions from Titanic, Apollo 13, Fifth Element, to more
recent I, Robot and Stealth as well as numerous commercials. The company has
a long history of digital effects production and development. In 1998 Doug Roble
won an Technical Academy Award for the track, the companys computer vision
tool, and in the following year the software package Storm earned the company
and it’s creator Alan Kapler yet another Technical Academy Award.

The rest of this chapter will serve as an introduction to the software used at Dig-
ital Domain, a general problem description and a presentation of the conventions
used throughout this report. Chapter 2 will introduce the concept of Spherical
Harmonics and show how this technique can be used for traditional rendering of
geometry. Chapter 3 gives an insight in rendering of participating media. Chap-
ter 4 describes the proposed method of Visibility scattering. Chapter 5 describes
implementation details, chapter 6 presents some results and chapter 7 contains a
discussion on the results.

The reader is assumed to have a general, but not in depth knowledge of calculus,
signal processing and computer graphics.

1.1 Storm

Storm is a volume modeller and renderer developed at Digital Domain. It has
proved itself in production environment and has been used to create visual effects
for several films. Storm is highly optimized for use in visual effects production
and uses many tricks to increase performance, which is of critical importance for
software in a production pipeline.

Storm can be divided into two parts: modelling and rendering. Both parts act
as plugins for a software package called Houdini by Side Effects Software!'. This

Thttp://www.sidefx.com



2 Introduction

makes Storm easy to operate for users familiar with Houdini’s user-interface and
workflow, as well as integrating it into the existing pipeline at the facility.

1.1.1 Modelling

This project did not deal with the modelling aspects of Storm but it is helpful to
be familiar with how this process works when trying to understand the rendering
step.

Storm uses Houdini’s node based user interface, see figure 1.1, to make it
possible for users to create volumes from within existing scenes used in other
parts of the production. The process generally starts with the creation of cloud
points. These are points which will control the shape of the voulume. The user
can attach attributes recognized by Storm to these points which are used to drive
the generation of density data. The next step is to create a buffer node which
defines the name, transformation, resolution and extents of the volume grid in
space. The buffer node also determines the buffer type. There are several types of
buffers, but the opacity type is the only one within the scope of this report. The
noise node provides controls for the noise used to generate the volume.

The cloud point, buffer and noise node is then connected to a fill node. There
are different fill nodes depending on what look the user wants to create. The user
can now add light nodes to the scene. The lighttypes supported by Storm are
point based lights, as well as cone and directional lights. The fill node and the
light node is connected to a merge node. This node is now ready to be rendered.

Figure 1.1. A basic Storm network displayed within Houdini.

1.1.2 Rendering

There are essentially two ways in which Storm can render a volume, although both
modes uses the same underlying algorithm. The first is directly within the Houdini
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user interface. This mode is used primarily for previewing purposes. In order to
render within Houdini the user needs to connect a Storm parameters node and a
Storm node to the merge node described above. The other method of rendering is
through Houdini’s renderer Mantra. Mantra can be called from Houdini or used
as a standalone program. The latter is important since it allows renderers to be
launched in render farms without the extra process usage of the user interface.
When launched in this way Storm acts as a shader-program, a program which
evaluates the radiance for a ray, which is called from Mantra.

Storm uses a technique called deep shadows[9] to accelerate light calculations
in volumes. This method calculates a map for every light source in the scene that
effects the volume. The map holds information on the fraction of light that passes
to certain depths.

Rendering is done by casting rays from the image plane which hits the volume.
Ray marching is used to traverse the volume and the deep shadow maps are used
to find the radiance at each location in the volume. Volume data is stored in slices
to optimize memory access order. The data is also compressed using a run-length
type encoding.

1.2 Problem description

One of the major weaknesses of Storms current rendering algorithm is that it only
has support for discrete lightsources such as point lights or area lights. In many
other parts of the pipeline high dynamic range environment maps[3] are used for
lighting[2], which means that in order for lighting to be consistent on objects artist
must manually approximate the environment using discrete light sources.

Another limitation is that Storm only takes single scattering into account.
Light that travels through a volumetric effect would in real life bounce and scatter
several times. When rendering a cloud for example, the lack of multiple scattering
can manifest itself in dark or unlit areas on the ’backside’ of the cloud, which
would not appear for real clouds.

1.3 Convention

In this report the standard computer graphics coordinate system, where the z-axis
denotes depth, will be used.

In mathematical and physics literature several different conventions has been
used for spherical coordinate systems. Since spherical harmonics were first devel-
oped for use in physics it is has traditionally used the convention where ¢ is the
angle in the x-y plane and 6 is the angle from the z-axis. This convention will
be used in this report and is displayed in figure 1.2. Note that this convention
differs from the one used in mathematics. This gives the domains 0 < § < 7 and
0 < ¢ < 2m. All angles are measured in radians.

Throughout this report 7 as superscript denotes Spherical Harmonic coefficient,
and ¢ as subscript denotes incoming quantities.



4 Introduction

1.4 Abbreviations

Table 1.1 shows abbreviations used in this report.

Abbreviation | Meaning

SH Spherical Harmonics

LB Lattice Boltzmann

BRDF Bi-directional reflectance distribution function
PDE Partial derivative equation

fitw Fast Fourier Transform

HDR High dynamic range

Table 1.1. Abbreviations used in this report.
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Y+

~o

X+

Z+

Figure 1.2. Coordinate system used in this report.
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Chapter 2

Spherical Harmonics

Before dealing with volume rendering it is useful to first consider the rendering of
solid surfaces using Spherical Harmonics (SH) lighting. This chapter serves as a
introduction to SH and its applications in geometry rendering.

2.1 Definition

Formally SH is defined as a set of orthogonal functions that are the solution to
Laplace’s equation in spherical coordinates.

1 0,,0f 1 0,. Of 1 0f
2 2
= —— R, - 9_ - Y —
r2 Or (r 87’) rsind 00 (sin 89) * r2sin? 0 9%2¢
Again the angles are defined on 0 < § < 7 and 0 < ¢ < 27. Using separation
of variables the functions can be expressed as

0

Yl (0,¢) = K e™?P! (cosh) (2.1)

where [ and m are integer indexes with ranges from [ > 0 and [ > m > —[. [ is
sometimes referred to as the band index. For convenience [ and m are sometimes
expressed as a single integer index ¢

i=11+1)+m+1

P! is a family of orthonormal basis functions called Associated Legendre Poly-
nomials. As opposed to regular Legendre Polynomials these return only real values.
The orthonormal basis property means that if two basis functions are multiplied
and integrated over the domain, the result will be 0 if they are different index, and
1 if they have the same index.

The mathematical definition of these polynomials turns out to be too compu-
tationally complex to use in computer implementions, instead a set of recurrence
relationsships are used[15].

K!, is the normalization constant defined as

7
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Figure 2.1. The first four bands of the Spherical Harmonic functions. The distance
from the origin represents the value in each direction and the color represents the sign
(green positive, red negative). Only the real parts of the functions are displayed. Images
courtesy of Victor Luana Cabal (victor@carbono.quimica.uniovi.es).

@I+ DI+ m|)!
Ky = \/ A7 (l + |m|!

Figure 2.1 plots the functions for the first few bands.

2.1.1 Properties

From the orthonormal properties of SH functions follows that they can be used
as linear basis functions, similar to the Fourier transform. The difference is that
these basis functions are defined in a spherical space instead of a 1D space. Like
with the Fourier transform, any signal can be projected onto these basis functions
to produce a set of coefficients.

cl, = / F(s)Y (s)ds (2.2)

where s denotes a general spherical parametrization. The set of coefficients
C!, is a description of the original function. An reconstruction can be found by

N—-1 1
flo)=2" > CLYu(s)
=0 m=—1

where N is the number of bands used. The quality of the reconstruction de-
pends on [, because the higher bands capture finer details of the original signal. It
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is often convenient to think about the band index as frequency, even though the
functions are defined in the same space.

Another property of the SH transform which is important in computer graphics
is that integrating two functions in normal space is equal to the dotproduct between
in angular space.

JECICE MY
1=0

where f* and g° are the SH coefficients of the functions f(s) and g(s) and N
is the number of coefficients.

A dot product is less computationally expensive in respect to an integration
which is what has made SH popular in real-time computer graphics.

Unfortunately rotating SH coefficients is not trivial and has not been a focus
for this thesis. This is however an active research area and a new fast method for
rotating has recently been discovered|[14].

2.2 Spherical harmonics for shading

The use of SH lighting has become an increasingly popular solution as the demand
for realism in real-time graphic applications grows. It is used as a fast and effi-
cient method of computing a global illumination solution. Traditionally this has
been achieved by raytracing with Monte Carlo techniques[7] or radiosity[6], which
requires costly integrations.

SH, first published over a century ago, has been used in quantum physics since
the 1960’s to describe angular momentum. Kajiya[8] was the first to describe
its use with rendering when he used SH to solve the rendering equation, and
more recently Sloan[12] used SH to achieve real-time performance. For global
illumination rendering SH is attractive because of the fast evaluation of integrals.

2.2.1 The rendering equation

Raytracing involves evaluation of light scattering from a surface into the cam-
era. The general equation for evaluating the radiance at a point is given by the
rendering equation[7], in its full form defined as:

=
B
€
NI
I

Le(Z,wo) + / (T, wi — wo) (T, wi)G(Z, 2 )V (%, & )dw; (2.3)
s

where Z a point on a surface, &’ is a point on another surface visibile from
Z, L(Z,w,) is the amount of light leaving the point in direction w,, L. is the
light emitted by the point, f,.(Z,w,,w;) is the BRDF at the point, L;(Z,w;) is the
incoming light at the point from direction w;, G(Z, Z’) is the geometric relationship
between # and @ and finally V (&, Z) which is a visibility test.
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Using the projected solid angle equation 2.3 can be expressed as:

L(f,wo):/fr(f,wo,wi)Li(f,wi)H(f,wi)dwi (2.4)
S

where H(Z,w;) is the geometric or cosine term.

A simple scheme for lighting is diffuse unshaded lighting, where shadowing, self-
shadowing and interreflections are disregarded. Geometry in the scene is assumed
to be represented by polygonal meshes made up by vertices, faces and edges.

Each vertex is subjected to incoming light from a hemisphere € centered at
the vertex with the pole pointing in the normal direction. In a diffuse lighting
model the incoming light is reflected equally in all direction, which means that the
BRDF function becomes a constant scalar. Equation 2.4 now simplifies to:

Louw(@) = 2 / Li(@wn)maz(N, o w;, 0)dws (2.5)
S

where N, is the normal at the point. p, is the albedo, the ratio between the
fraction of light that is absorbed and light that is scattered, defined as o, /0. It
is convenient to find a transfer function which expresses how a light environment
will affect the point. The transfer function for diffuse unshadowed (DU) lighting,
Fpy, can now be found by separating out the light source:

Fpy = max(N, e w;,0) (2.6)

To represent equation 2.6 in SH coefficients, using Monte Carlo technique,
uniform random samples originated at the point are generated. The samples are
run trough the transfer function, and inserted in the SH transform equation 2.2:

Fhy = | max(N, e w;, 0)Y(w;) (2.7)
/

The result will be a set of coefficients, representing the diffuse unshaded transfer
of light at the point.

To further extend the rendering equation self occlusion can be included. This
process is also environment independent

2.2.2 Representing the environment

It is very convenient to separate the lighting environment from the rendering equa-
tion, however to evaluate the rendering equation with the transfer function in SH
form, the environment must also be transformed into SH coefficients. The envi-
ronment is assumed to be infinitely far away which means that all points receive
the same amount of light from each direction respectively. The environment is
sampled over all directions € with the function L;(w;) and projected onto the SH
functions:
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Q

The set of environment coefficients, E!, , is shared by all points.

2.2.3 Rendering

To render the scene, rays are shot from the image plane and evaluated when
intersecting a surface. Evaluation of the lighting at that point Z is a simple matter
of calculating the dot product of the coefficients for the transfer function F},;; and
the coefficients for the environment E’:

L(T) = Z Fhy E (2.9)

Any number of coefficients can be used, but only a few is needed to capture
the low frequency characteristics of those signals.
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Chapter 3

Rendering of participating
media

Rendering of a computer generated high quality image often involves raytracing.
This process involves casting rays from an eye position which bounces off and
interacts with density in the scene.

In the previous chapter rays are assumed to be travelling through a vacuum.
For many scenes this assumption is adequate to produce a realistic looking image,
however in many natural scenes where atmospheric effects are significant this as-
sumption is not valid. Real light that travels through the air hits particles and is
deflected from their original paths. Earths atmosphere for example if full of dust
and other particles, which is why objects in a distance appears faded or blueish.
We define participating media as a property of space which simulates those effects
as light travels through it.

Participating media can be divided into two categories: homogeneous and inho-
mogeneous. In homogeneous media the optic properties does not change spatially
or can be described by a function. An example of what can be considered ho-
mogeneous media is fog (over limited areas), whereas a cumulus cloud is highly
inhomogeneous. The focus of this thesis is with inhomogeneous volumes even
though homogenous examples will be used to ease testing of the method.

3.0.4 Previous work

Rendering of participating media is by no means a new problem in computer
graphics. Kajiya was one of the first to describe the problem [8], and proposed an
analytical solution. Interestingly Kajiya used SH to solve his PDE’s, however it
was not until the late 1990s that SH became popular in rendering.

More recently Stam [13] described multiple scattering as a diffusion process
and solved it using the multigrid technique. Another popular technique is deep
shadows[9] which uses maps to store transmittance values.

13



14 Rendering of participating media

Figure 3.1. Illustration of the scattering effects light encounters while travelling from
the right towards the eye through a cross-section of participating media. Out-scattering
(red) reduces the rays intensity which makes it fainter to the observer. In-scattering
(blue) is scatter event outside the crosssection and increases the intensity.

3.0.5 Grids

When dealing with inhomogeneous media in computer graphics a method is needed
to represent it’s spatially varying properties. In some cases this can be described
with expressions, but most natural phenomena not uniform and can not be de-
scribed with a simple function. Consider for example smoke rising from a fire,
interacting with the air around it.

The discreet representation most often used is the regular grid, although many
other representations exists, this is well suited for traversal, storage, etc. A regular
grid is defined as regularly spaced lattice where density values are stored at each
lattice point. The lattice points are sometimes referred to as voxels. Throughout
this report regular grids with finite dimensions in space is assumed.

3.1 Light transport in participating media

As light travels trough a participating medium it sometimes hits particles which
causes the light to scatter or be absorbed. Certain media can also be assumed to
emit light. All these effects are modelled by the radiative transfer equation[1], or
some literature referred to as the scatter equation.

(WV + 04(Z)) L(Z,w) = 05(T) /p(w,w’)L(f, Wdw' + Q(F,w) (3.1)
S
which describes the change of radiance in the medium at a point Z where L(Z,w)
is the radiance at the point, p(w, w’) is the phase function which is described further
in the next section, and Q(&#,w) is the emission term. The optical properties of
the medium is modelled with scattering cross section o, absorption cross section
04, which together define extinction cross section

Ot = 0q + 0

These properties are functions of space and are usually modelled as a base value
that is multiplied by the opacity at the point.
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(a) Isotropic scattering.

(b) Isotropic scattering.

Figure 3.2. A ray of light enters a volume and scatters. In 3.2(a) isotropic scattering
spreads the light equally in all directions. In 3.2(b) anisotropic scattering, in this example
with strong forward scattering.

Equation 3.1 cannot be solved analytically except for in a few special cases|8].

3.1.1 Scattering

The scattering process is described by the phase function. In most natural media
this is a function of angle between incoming and outgoing vector w/w’.

In its most basic form the phase function describes a uniform scatter event,
where light is distributed equally in all directions. See figure 3.2(a). This is referred
to as isotropic scattering. The phase function is in that case a scalar

1

/ —_

To model most natural media the isotropic scattering is not sufficient. This
is especially true for media with high albedo as described in previous chapter,
for example clouds or smoke. In these cases strong forward scattering is present.
This means that more light is reflected forward, relative to ray’s direction, than
other directions. These scattering events has to be modelled with an angle de-
pendent phase function. This is referred to as anisotropic scattering. Several
analytical models for anisotropic scattering exists, most noteably Rayleigh and
Mie scattering[11]. See figure 3.2(b) for an example.
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Chapter 4
Visibility scattering

The method proposed in this chapter, named visibility scattering, has three im-
portant properties. It is light independent, in the sen ce that for a given volume a
solution can be found that is valid for any light environment. The solution takes
not only single scattering but also multiple scattering into account. Finally it
enables fast re-lighting of volumes.

Visibility scattering makes use of the visibility transfer function, a powerful
abstraction often used in signal processing. The transfer function is a non-physical
unitless function. The reader is reminded not to confuse the transfer function with
actual light density or energy.

4.1 Reduced incident intensity transfer function

The reduced incident intensity transfer function T,;[13] expresses the fraction of
light from the environment that penetrates the volume and reaches a point with-
out being absorbed or out-scattered. In terms of the effects described in chapter
3 T,; does not account for in-scattering or emission, only absorbtion and out-
scattering. This is commonly referred to as ’single scattering’. The transfer func-
tion is parametrized in spherical coordinates.

To find the transfer function, which is calculated at every point in the volume,
a set of random directions is generated. A ray is shot in each direction, w. Each
ray has an initial transmittance of 1. The transmittance is reduced by

Tyi (5, w) = e~ Jo orp(@i)du )

The ray marching is aborted if the transmittance reaches 0.

Equation 4.1 can be parametrized in spherical coordinates, which makes it
possible to encode it with the Spherical Harmonic transform. A set of coefficients
now represents the transfer function

T =[T%, T T% ... T" (4.2)

T4 T

17



18 Visibility scattering

Figure 4.1. T;, shown in red, for a voxel in a volume. The function value is represented
by the radius. The dotted circle represent the unit circle, i.e. full visibility.

jUSWUOIIAUg

Figure 4.2. As a ray travels inside a volume its transmittance is reduced.
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4.2 Multiple scattering

The reduced incident intensity transfer function only accounts for single scattering.
In order to simulate multiple scattering a new scheme is proposed which will
transport and scatter the transfer functions, retained in their SH form.

4.2.1 Setup and initialization

For every voxel in the volume a discrete set of directions, CZ; € N3, is defined
(figure 4.3(a)), connecting the voxel to its neighbors. The number of directions can
vary, but an even distribution between neighbors are desired to avoid directional
weighting. In practice between 6 and 18 directions are used for 3D volume. Each
direction contains a complete transfer function represented by SH coefficients.
Furthermore a zero vector is used to collect all the light travelling through the
voxel at each iteration.

Each direction is initialized (figure 4.3(b)) with the coefficients from equation
4.2 divided by the number of directions, which corresponds to an isotropic scatter
event where the energy spreads equally in all directions.

4.2.2 Transport system

Like Lattice-Boltzmann Lighting (LB)[5], the proposed method simulates light
transport by iterating distribution and collision events in all voxels. All operations
are local to the voxel and it’s nearest neighbors. However Visibility scattering
differs from LB by the fact that it does not have boundary conditions nor does it
continously inject light into the solution. This is because it deals with visibility
and not light densities.

Distribution phase

The first phase in every iteration is the distribution phase. For every voxel, every
direction is traversed and the corresponding transfer function is distributed to the
neighboring voxel in that direction (figure 4.3(c)). The transfer function at a point
Z in direction d_; at iteration k is

Th(Z + d_;vd_;) :kal(f,d:') (4.3)

A subtle but integral part of the distribution system is that the direction of trans-
port is maintained when distributing the transfer function.

In cases where a voxel does not have a neighbor in a direction, i.e. boundary
voxels, the transfer function is considered to have left the system and is no longer
a part of the simulation.

Collision phase

The second phase in the iteration process is the collision phase. In this phase the
actual scatter events are simulated. This is done by again iterating through all
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directions in each destination voxel. At each direction a fraction of the transfer
function is subtracted from the current direction and added to a final scatter
transfer function calculated by

To(7) = Ti(@, di)oap(E) (4.4)

The scattered transfer function is then distributed evenly to all directions (figure
4.3(f)) by

(4.5)

where N is the number of directions.

The effect of a scatter event will be that a part of the transfer function, ac-
cording to the scatter coefficient and density of the voxel, will scatter and be
redistributed, while the remaining part will continue travelling in the original di-
rection.

After a number of iterations the transfer functions that travels around and
their contribution to the final transfer function will be smaller than a threshold
value, solution converges.

Notice that it is necessary for the density values to be normalized. If they are
not it is possible that light is added into the solution at every iteration.

4.3 Rendering

Rendering the volume has many similarities to rendering geometry shaded with
SH. Identical to the algorithm described in chapter 3, a SH representation of the
environment is used.

The process begins with casting rays from the image plane and tracing the rays
through the volume with raymarching, front to back. At each point the radiance
is evaluated by dot producting the transfer function coefficients T, with the envi-
ronment coefficients. The accumulated opacity of the ray is found by adding the
opacities together. The raymarching is stopped when the opacity reaches one.
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Figure 4.3. A complete iteration of the transport system.
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Chapter 5

Implementation

5.1 Spherical Harmonics

Since SH was only recently gained popularity in computer graphics no widely
adopted framework exists. There are some general implementations, mostly geared
towards signal processing. Most noteably SpharmonicKit' and spherepack? which
are C respectively Fortran based implementations. SpharmonicKit uses Fast Fourier
Transform (fftw). None of these packages was considered suiteable for the purposes
covered in this thesis, mainly due to their generality.

Instead a internal implementation of the Spherical Harmonic function was used.
Although single precision floats has proved to be sufficient for rendering purposes,
if very high bands are needed double precision should be used to avoid precision
erTors.

5.2 Test applications

Since Digital Domain had very little previous experience with SH a set of testap-
plication were set up.

5.2.1 Initial testing

The first application was developed to test the SH transform on images. The goal
was to find out how many bands had to be used to get a reasonable representation,
and explore different sampling methods.

The application takes an image, preferable in a high dynamic range floating
point format such as Radiance HDR? or OpenEXR* and transforms it into a SH
representation. The image is assumed to be in latlong format, that is it represents

L http://www.cs.dartmouth.edu/~geelong/sphere/
2http://www.cisl.ucar.edu/css/software/spherepack/
Shttp://radsite.lbl.gov /radiance/
4http://www.openexr.com
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6 w2
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Figure 5.1. Environment image in latlong format

the view in all direction from a point. Figure 5.1 illustrates the mapping of the
viewing angles.

The image I can be considered a discrete function parametrized by ¢ and 6
which can be transformed using equation 2.2. A Monte Carlo technique is used to
sample. Special consideration has to be taken when sampling to make sure that the
distribution of the samples are uniform with respect to the spherical environment.
With Monte Carlo sampling equation 2.2 becomes

. 4 N )
I' = ~ ZI(¢, 0)Y'(,0) (5.1)

The set of coefficients is then returned to its function form again.

N
I(¢,0) = ZI’Y%@ 0) (5.2)

The reconstructed image shows if some information is lost in the transformation.
Figure 6.4 show this. Since it’s not possible to use an infinite number of coefficients
some high frequency components of the original signal is lost. The reconstruction
can be considered a low frequency representation of the original signal. Figure 5.2
illustrates the phases in the program.

Important conclusions on the quality of the representation can also be drawn
from this application. Figure 6.4 shows how the detail of the reconstruction in-
creases as more bands are used in the transform. It also shows the importance of
windowing.
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image *{Sample inall dlrectlonH SH coefficients H Transform back mee to output image

Figure 5.2. Flowchart for the initial test program.

5.2.2 Renderer

When the properties of the SH transform had been explored an application was
developed to test volume rendering, the focus of this project. Instead of directly
trying to implement the new method into existing software a dedicated stand alone
application was developed. This approach was chosen because it would allow for
specialized datastructures and order of execution, and to minimize problems due
to integration.

The raytracing engine developed used a number of existing libraries, such as
Open Inventor®, Boost®, and a number of Digital Domains proprietary libraries.
It was designed to take volume data produced by Storm, stored in the proprietary
vox file format. It also takes camera and light animations and use those parameters
to setup a scene.

environment image
or light animation
Create reduced intensity’ Check if maximum Yes
volume Setup scene transfer function Herform scatter iteratioHcontribut'on is lower Render scene }
or load from disk than threshhold

camera animation
No

Figure 5.3. Flowchart for the renderer.

The renderer can be considered to go through three main phases. The first
phase is acquiring the reduced incident intensity transfer function as described in
previous chapters. Phase two simulates multiple scattering and finally in phase
three the final image is rendered. Figure 5.3 illustrates these phases.

The renderer also has the ability to store and load transfer functions of a
volume using a simple sequential file format. This function enables animations to
be rendered very fast, because the transfer function only has to be calculated in
the first frame, and is reused in all following frames. This requires that the volume
is static between frames.

Shttp://oss.sgi.com /projects/inventor/
Shttp://www.boost.org/
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Chapter 6

Results

Visibility scattering is a new method for volume rendering and a lot of research
is needed before the true potential is revealed. The initial results however are
encouraging.

Throughout the rest of this report three different volume data set are used.
The first one is named cloud. This volume, generated in Storm, has an resolution
of 204x173x321 density voxels. This data set was generated for the motion picture
Stealth and is typical, both in resolution and complexity, for volumes used in
production.

A second data set, called block, is simply uniform density filling the entire
volume. This data set is useful for exploring the behavior of light in a more
uniform volume because it is more intuitive how it should react. The resolution of
the block data set is 300x300x300 density voxels.

The third data set called torus, also with resolution 300x300x300, is two solid
rings intertwined. This shows the automatic self shadowing the visibility scattering
method produces and also the shadow details possible to achieve with SH.

In order to allow for the solution to fit in memory, resolution of the transfer
function in all three cases was 1/6:th of the density resolution. 10 SH bands where
used when representing the transfer functions as well as the environment.

6.1 Multiple scattering

One of the main reasons for developing this method was to make it possible to
render an image reasonably fast multiple scattering.

Figure 6.1 displays the difference between a rendering which only takes sin-
gle scattering into account, using the reduced incident intensity transfer function
directly, and one where multiple scattering was approximated.

27
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Figure 6.1. Images rendered using single scattering (left) and multiple scattering (right).
Both volumes are lit with the same environment map.

6.2 Performance

Rendering performance is a critical aspect for any system used in a visual effects
pipeline. Efficient algorithms save valueable rendering time and faster feedback
to artists which translates into economic efficiency. One of the most interesting
challenges of this thesis work has been developing and evaluating the method with
this goal in mind.

The visibility scattering method allows the user to greatly decrease rendering
times by storing the transfer function, which can be reused in multiple frames and
different scenes. Pre-process time, that is the time spent calculating the transfer
function, is the dominant part of the algorithm whereas rendering is a relatively
quick process. Table 6.1 shows rendering times. Note that even if time spent in
pre-process differs between the data sets, the rendering times are similar.

The type of lighting environment or its complexity does not effect rendering
times.

Data set | Resolution Pre-process | Rendering
Cloud 204x173x321 60 min 5 min
Torus 300x300x300 45 min 4 min

Table 6.1. Mean rendering times for two of the data sets. Pre-processing is time spent
finding the transfer functions. This has to be done only once.

Is should also be noted that many parts of the testing software which was not
considered a focus for this project used non-optimized methods. It is likely that a
lot of performance gains can be achieved by using known techniques for example
accelerated ray-marching or optimizing data structures for fast access.

6.3 Fast re-lighting

The total separation of environment and transfer using transfer functions gives us
a light independent solution. This enables fast re-lighting of the volume by reusing
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previously calculated transfer functions. Figure 6.3 shows the cloud data set lit
by two different environments.

) Environment atmosphere ) Environment Grace cathedral, from Paul De-
bevec (www.debevec.org).

) Spotlight from side ) Spotlight from front

Figure 6.2. Cloud data set lit with different environments using the same transfer
function.

6.4 Spherical Harmonics

Even though the use of Spherical Harmonics transform on the transfer function
and the environment has limitations, for many cases it is an efficient and fast
method.

An important observation was the effect of the number of sample rays used
to create the initial reduced incident intensity transfer function. Figure 6.3 shows
the effect of under sampling. Based on these results we found that at least 500
samples per voxel has to be used to get an accurate representation.

6.4.1 Bands

The number of bands that has to used to make an accurate representation obvi-
ously depends on the characteristics of the function and the requirements for the
final image. In general we have found that around 10 bands, 110 coefficients, is
sufficient to provide detail suitable for the high quality renderings used in visual
effects production. Figure 6.4 shows an environment map encoded and recon-
structed using different number of bands. The quality of the reconstruction might
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seem poor, but since the goal is to represent the lighting environment this is quite
adequate.

6.4.2 Windowing

When using high bands an artifact called ringing can appear. This is an effect of
the coefficients of the higher bands get too high values. One way to reduce this
effect is by using windowing. This can be achieved by multiplying the coefficients
with a windowing function, defined by

) (6.1)

where w; is the weighting factor for a band, [ is the band number and Lmax
is the maximum band number used. Figure 6.5 shows a plot of function 6.1.

Although a host of windowing functions has been developed in the field of signal
processing function 6.1 has proved to be sufficient in suppressing ringing for high
frequency representations. Figure 6.4 shows the effect of applying a windowing
function to the coeflicients.

l
wy = 0.54 4 0.46 * cos( T
Lmax

6.5 Issues

6.5.1 Poles

On rare occasions we have observed visual artifacts which seems to manifest them-
self at poles and along the equator. At the time of writing this report no expla-
nation had been found, but most likely this is an effect of the SH transform. We
suspect this because the artifacts appear near right angles to the coordinate system
like in figure 6.6.

6.5.2 Intensity levels in reconstruction

We have found that it is hard to reproduce sharp peaks in the original signal
with the SH transform due to the frequency limitation of equation 2.2. This
effect appears for example when trying to represent an environment with a single
bright area (such as the sun) in an otherwise dark surrounding. The reconstructed
environment will display a bright spot in the same position as in the original but
significantly less bright.
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(a) 256 samples/voxel (b) 256 samples/voxel with windowing

(¢) 512 samples/voxel with windowing (d) 10000 samples/voxel with windowing

Figure 6.3. T,; for a voxel using different number of sample rays per voxel. Notice
that only 256 samples gives a somewhat noisy representation compared to 10000 samples
which gives the most accurate representation.
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(a) Original image

I“L‘

(b) Reconstructed using 5 bands (¢) Reconstructed using 5 bands with win-
dowing

) Reconstructed using 10 bands (e) Reconstructed using 10 bands with win-
dowing

) Reconstructed using 15 bands (g) Reconstructed using 15 bands with win-
dowing

Figure 6.4. Environment latlong image 6.4(a) run through the test program, and the
reconstructed images 6.4(b) to 6.4(g).
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Figure 6.5. Plot of the windowing function with Lmaz set to 15.
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Figure 6.6. Example of artifact. In this case the location of the light source is directly
behind the camera which corresponds to ¢ = 0,60 = 7/2 in spherical coordinates.



Chapter 7

Discussion

Many methods where explored during the development of the Visibility scattering
method. Visibility scattering borrows concepts from the Lattice-Boltzmann Light-
ing method[5], but differs in the fact that it does not assume anything about the
lighting environment and that it distributes a complete set of coefficients rather
than light densities.

Discrete Ordinate Method is a method developed for Atmospheric science used
for simulating radiative transfer in clouds[4] which also has similarities to visibility
scattering. This method uses a discrete number of transport directions but does
not appear to use a transfer function.

7.1 Quality

Image quality is of course a property which is difficult to quantize and evaluate.
In this case the end-users approval is the most important quality measurement
tool. Artists who has seen the final rendered images describe a global-illumination
quality, that is that the volume appears to be lit from all directions which gives a
generally softer look. This has previously been hard to reproduce using only point
lights.

This leads to the idea of combining SH lighting with previously used methods
such as deep shadow. This would give the artist the best of two worlds, diffuse
low frequency environment lighting, as well as local high frequency point lights.

It should also be mentioned that further testing is needed to find the optimal
settings in terms of number of bands used, sampling rate, windowing functions
and scatter coefficients.

7.2 Future work

There are several refinements and optimizations that could be applied to the pro-
posed method.
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7.2.1 Approximators

Storing all SH coefficients at every point is costly. Also volumes usually have areas
where it is less important to sample the transfer function. These notions leads to
the use of approximators. This allows us to sample only at the interesting locations
and approximate everywhere else. However, the visibility scatter scheme presented
in this report would become increasingly complex since couplings between sampling
points no longer are uniform in distance or number of neighbors.

During the course of this thesis work, development of this technique was ac-
complished by Nafees Bin Zafar and a sketch[10] describing the results is scheduled
to appear in the Siggraph conference in July-August 2006.

7.2.2 Phase function

Another interesting extension of the proposed method would be to include anisotropic
scattering instead of isotropic. This would require that a phase function would be
used to scatter the light in collision phase.

7.3 Conclusion

We have shown that we can use the transfer function, both as a efficient and fast
representation as well as in the light transport simulation. With the visibility
scattering method we get an light independent solution which include multiple
scattering, that can be re-used and re-rendered quickly.
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